Exploiting eye–hand coordination to detect grasping movements☆
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A B S T R A C T

Human beings are very skillful at reaching for and grasping objects under multiple conditions, even when faced with an object’s wide variety of positions, locations, structures and orientations. This natural ability, controlled by the human brain, is called eye–hand coordination. To understand this behavior it is necessary to study both eye and hand movements simultaneously. This paper proposes a novel approach to detect grasping movements by means of computer vision techniques. This solution fuses two viewpoints, one viewpoint which is obtained from an eye-tracker capturing the user’s perspective and a second viewpoint which is captured by a wearable camera attached to a user’s wrist. Utilizing information from these two viewpoints it is possible to characterize multiple hand movements in conjunction with eye-gaze movements through a Hidden–Markov Model framework. This paper shows that combining these two sources makes it possible to detect hand gestures using only the objects contained in the scene even without markers on the surface of the objects. In addition, it is possible to detect which is the desired object before the user can actually grasp said object.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Human movement analysis is an area of study that has been quickly expanding over the past few years. Progress in analyzing image sequences, the evolution of computer systems and the miniaturization of technology used to capture movement, have made motion analysis applications possible in areas such as athletic performance analysis, surveillance, man–machine interfaces, entertainment systems, video-games and robot-based rehabilitation therapy, among others [5,46,41,53,17].

On the human gesture level, the majority of research has been conducted around the analysis of gesture language, and in particular, sign language which is probably the most common. Among certain industrial sectors, sign language composed of limb and facial movements is also used to build human–computer interfaces. However, communicative gestures are only one small part of the wide range of gestures made by humans. Within the taxonomy of gestures, we will distinguish grasping movements. These gestures have not been studied extensively in the computer vision field, as they are movements that occur in human interaction with their environment. Therefore, it is necessary to include perception and knowledge of the environment within the parameters of the system. The analysis of human movement is already a complex issue. In fact, accurately collecting and analyzing human body movement are very complicated and difficult. Without even considering human body segmentation and motion estimation in image sequences, the recognition system must solve many inherent difficulties that come with gestures. These difficulties include variability of the signal in time (a gesture’s direction and dynamics vary with each execution, even if made by the same person), variability of the signal in space (just as a gesture may vary during each execution, it also varies in each dimension of space) and temporal segmentation or macro segmentation (to recognize a specific sequence of gestures it is necessary to segment each sequence temporarily in order to effectively study every individual gesture). Each human gesture belongs to a particular context. Gesture execution links to its intrinsic nature (shape, size) and the object’s scope with which people interact as well as its extrinsic characteristics (position and orientation relative to the object in relation to the operator). Therefore, determining a correct representation adapted to each type of gesture and a decision process by macro segmentation as well as recognition of that gesture, constitutes an important focus of study. To achieve this goal, a multimodal analysis is required to simultaneously analyze the reconstruction, monitoring, and recognition of the hand position, eye tracking and recognition of objects (estimate the position and search for real objects). This approach is particularly effective because knowledge of the object in hand during a gesture allows researchers to better infer gesture recognition of grasping and manipulation gestures [20,40,30] as well as reduce the inherent difficulties related to an elevated number of degrees of freedom (models of the hand and forearm have 26° of freedom) and self-occlusion [16].
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In general, the main contribution in this area has been limited to the external analysis of human movement. We propose building a model that utilizes the same visual information the user has access to by capturing said visual field with a camera. The main research objective is the automatic translation of gestures created by grasping objects. To that end, it is necessary to identify each kind of movement made in addition to indicating the object a user wants to grasp. Why is it necessary to determine this type of movement? One example of its importance is for people suffering from neurodegenerative diseases, which cause motor problems and limit movement, who are greatly hindered in performing grasping tasks. In these cases motion control is altered, causing tremor, slowness, imprecision, etc. Even though visual functions may not be affected, the control system is unable to plan the motion in a normal manner.

This paper proposes recognizing user grasping movements by fusing the analysis of multiple devices attached to the human body. The investigation differs from classical methods utilized to recognize grasping gestures. Generally, most motion recognition methods capture user actions by tracking body parts from a position in front of the user. Instead, we propose to capture the scene by utilizing the user’s gaze and grasping movements by exploiting the user perspective; thus, making it possible to infer the user’s action. The system is composed of (1) an eye-tracker with an integrated camera that captures a scene similar to the user’s field-of-view (FOV) and estimates the user’s gaze position; and (2) a camera placed on the user’s wrist that captures a scene similar to that of the eye-tracker camera (Fig. 1).

The rest of the paper is organized as follows: Section 2 discusses prior work on human gesture recognition; Section 3 explains the proposed method; Section 4 shows experimental results; and finally, Section 5 presents the paper’s contributions and succinctly describes various ongoing and future works.

2. Related work

Gesture recognition can be defined as a problem in tracking body parts over space-time in order to interpret motion behavior as a particular gesture. Based on the Aggarwal and Cai [3] definition, gesture recognition requires the performance of three general tasks. First, to identify human body structure or low-level features such as points, blobs, 2D contours or 3D-volumes; second, to track human movements using low-level features by matching between consecutive frames or using the motion itself; and third, to recognize the specific human action by matching the motion descriptor captured in the tracking process against the recognition framework. The last step is considered a higher level task given that the recognition task requires the classification of varying feature data over time [25]. The problem of interpreting human gestures is defined as a learning process. In the training phase, some sequences are used to learn the user’s behavior, labeling each sequence as a particular human gesture. Later, in the matching phase, unknown test sequences are compared against a model so as to be classified as a particular gesture. Most approaches designed to detect human gestures are based on template matching (e.g. [35,44]) or appearance-based models [48,1]. This section discusses the current principal approaches to detect human gestures using computer vision methods. First, a brief introduction to the main paradigms for motion detection; second, a discussion of the eye–hand coordination involved in grasping recognition.

2.1. Computer vision methods that analyze human motion

The study of human motion using computer vision methods can be divided into three main approaches: passive, wearable and pointer paradigms which are relative to user and camera position. (1) With the passive approach, the camera is located in a fixed position, normally in front of the user, meaning the camera’s field-of-view (FOV) remains constant. There are two main scenarios depending on whether the subject is captured with just one stationary camera or with multiple cameras from multiple perspectives in correspondence (see recent surveys [52,36]). (2) The wearable approach uses external devices attached to the human body. The objective is to obtain a continuous representation of the user's environment. At present, wearable cameras are offering new ways to increase human–computer interactions, mainly by allowing the user to move freely and view any given scene without being constrained by fixed cameras (e.g. [10,12,24,30]). (3) The pointer approach is based on the idea where I am looking is what I want. Currently, the device most employed to obtain a user’s gaze is the eye-tracker. The eye-tracker allows researchers to track eye movements by giving an estimated position of the user’s gaze, in real-time, relative to an image frame, normally after an initial calibration. The system is composed of two head-mounted cameras: (i) a camera that shares a similar view as the user. This camera has almost the exact same field-of-view (FOV) as the user and therefore answers the first part, what I am looking at; and (ii) a camera that captures eye movements by means of corneal reflection; thus covering the position, what I want. In general, this technology is providing new opportunities to understand visual perception from a cognitive perspective and to explain the inherent mechanisms that control eye–hand coordination. However, so far there is no clear consensus or a unified theory that can explain this process effectively (see [11] for detailed discussions). Therefore, it is not possible to use a specific model that explains the underlying procedure of eye–hand coordination.

Most methods which detect human gestures have been designed to utilize both passive and wearable approaches. These methods have proven to be effective in representing the action that takes place in the scene [13,10,27,24]; unfortunately, they cannot detect grasping movements because they do not take into account the direction of a user’s gaze. On the other hand, even though the pointer approach has been designed to predict the user’s gaze, it cannot differentiate a grasping motion unless the user maintains a constant gaze toward an object for a prolonged period of time. For example, the system proposed by [41] exploits the human gaze to support cooperative work with robots.

![Fig. 1. User’s posture when performing a grasping action using an eye-tracker and camera beneath the wrist.](image-url)
Additional applications have also been designed to help people with motor difficulties, e.g. [34,37]. The main restriction of the aforementioned methods is that eye-trackers are not designed to analyze the trajectory of the hand toward an object because they have no vision of the hand. To overcome these drawbacks, this investigation develops a method that uses both wearable and pointer paradigms. The authors are unaware of any existing works that attempt to exploit eye-hand coordination by combining these two approaches with the final goal of predicting hand gestures.

2.2. Eye–hand coordination

Human beings possess a highly developed ability to grasp objects under many different conditions, taking into account variations in position, location, structure, motion and orientation. This natural ability controlled by the human brain is called eye–hand coordination [7]. Normally, a grasping movement is initiated before the hand actually reaches the desired object. This movement is regulated by the interaction of several sensorimotor systems such as the visual, vestibular and proprioceptive systems working in conjunction with the head, eye, hand and arm control systems [9,18].

The internal process that controls eye–hand coordination is complex and results from the multiple sensor–receptor, control and cognitive systems working in synergy [7,22]. This process is completely different from human motion as defined by Adams [2]. Human motion is strongly influenced by the cognitive process, and as a result, when movement becomes habitual, the cognitive process is used only to correct or perfect the movement. By contrast, eye–hand coordination requires a sensory signal mechanism that controls the eye and hand movements as a single unit. Such coordination demands three main brain tasks described as follows. Firstly, the brain must solve a geometric transformation between the internal world, encoded by the retinocentric frame of reference, and the external world, using a body-centered representation by proprioception [9,15]. Secondly, the brain must develop a plan to reach an object using body-centered coordinates by comparing gaze signals with hand coordinates and by estimating the hand motor difference in relation with the gaze coordinates [8]. Thirdly, the brain must control hand posture before reaching toward an object taking into account the size, shape, motion and orientation of the object [39].

For many years researchers have been studying this process trying to discover the underlying mechanism that controls eye–hand coordination. However, currently there is not a single theory that explains this process effectively and in fact, the process is not completely understood, e.g. [21,14]. The controversial question is how much information is utilized in the planning of a hand movement. More precisely, does human vision rely more on visual information or memory representations? In the nineties, many researchers supported the idea that only limited information is acquired across saccades [21,31,4]. Humans seem to maximize the coordination between eye and hand movements using visual information continuously instead of a memory representation to plan their movements [7]. The main reason being that memory is too old and uncertain even when nothing has changed; in contrast, visual information is constantly updated. However, recent studies have shown that people can use both systems simultaneously. Brouwer and Knill [7] stated that unconscious memory is used constantly to plan hand movements and focus on objects. They show that the brain can use both sources depending on their relative reliability. If visual information is more reliable than memory representations, the visual source seems to dominate. By contrast, when visual information is degraded, the brain increases the use of memory information to plan hand movements. That explains why people require more time to grasp an object in a situation of low contrast compared to high contrast conditions [7].

Another important issue concerning eye–hand coordination is related to gaze fixations. In general, there is a clear consensus that a gaze is directed at a specific target long before the hand reaches the object [7,9,22]. Likewise, fixations seem to be stable until the object has been grasped, when the hand arrives, fixations on the object are no longer required. As a consequence, the number of saccades around the object is fairly reduced, increasing the visual information in the retina [33]. This behavior indicates that fixations have three main features. First: task-dependent, different fixations are needed for performing different actions based on knowledge and target location [22]. Second: task-relevant, the sequence of fixations in relevant points allows the brain to estimate the geometric relationship of the world based on internal body coordinates [9,26]. Third: memory-dependent, fixations allow the brain to memorize different spatial positions of objects which can later be used when planning movements [7].

As stated above, the time needed to acquire a gaze fixation is directly related to the task context. It depends on the degree of complexity required to manipulate an object with the hand. Consequently, the period of time is variable and can fluctuate between 100 ms to 1500 ms, the general distribution is between 100 ms and 200 ms [22]. On the contrary, long fixations are the result of a prolonged action with continuous direction as stated by Land et al. [28]. This important finding is a key factor in understanding how the visual system works. Later, this understanding may provide insight into the grasping action process by increasing the probability of detecting the desired object.

3. Proposed method

The proposed system uses a temporal slide window (TSW) approach. Thus, by means of a pattern recognition scheme, it is possible to classify each motion pattern as a particular grasping movement. Nonetheless, there are two problems associated with this scheme. First, it is too complex to extract a good feature pattern of each action. Second, a grasping movement can be too quick and therefore a normal video camera (normally at 30 fps) is not able to locate correspondences between the first and last frames properly, causing difficulties when detecting a motion pattern. In order to avoid the mentioned disadvantages, we propose a new scheme that makes use of a combination of multiple frames in conjunction with an HMM process to predict grasping movements in addition to the desired object. The methodology for this system is composed of two main steps. Firstly, the proposed method only uses the visual information obtained from a camera beneath the user’s wrist to recognize grasping movements. Secondly, the above information is combined with an object recognition methodology and an eye-movement analysis to differentiate fixations from grasping movements. Therefore, this method is capable of detecting when a user wants to grasp an object as well as recognizing the actual desired object. Experiments were conducted in two stages according to each phase of the methodology. A group of objects were placed on a fixed table in similar conditions to classical therapy protocol [51].

This section describes the proposed methodology to predict grasping actions by utilizing eye–hand coordination. As stated before, there are different approaches to detecting human gestures based on a combination of one, or multiple cameras, in addition to the camera’s position relative to the user. The main idea consists of capturing two viewpoints of the same spatial domain, without external markers on objects, in order to infer grasping movements. To achieve this goal, it is necessary to detect a grasping action from the moment a movement has been initiated. According to Tamura et al. [49], when the speed of the hand movement is faster than 50 cm/s, the direction of the hand toward the target is stable and almost remains the same. For this reason, a grasping movement could be detected before the hand reaches the desired object.

Our analysis has been separated in two main steps. First, only the information provided by the camera beneath the user’s wrist is used. The idea is to detect grasping actions using an HMM framework. Secondly, predicting gesture recognition requires a second HMM that combines grasping movements with the information provided by an eye-tracker. When a user wants to grasp an object, the gaze and hand trajectory remain almost stable [49,11]. Therefore, correspondences increase because there are more correlated areas over time.
Hand gesture recognition is performed using the appearance-base method called SURF is used [6]; mainly because of its robustness and speed against variations in scale and rotations. Experimentally, even though this method is efficient for objects in everyday life as well as objects used in this study, the number of corresponding points detected is low and their distribution is not uniform throughout the image. In addition, the distance between objects and the camera is limited and the movement happens very quickly [49]. In these conditions, classical methods for camera movement estimation are not well suited because they suppose a priori scene model or a large set of resilient points. The main objective is not to estimate the parameters of the movement, but to infer its direction and in particular, to estimate the probability that the current motion is a grasping movement. The proposed method is based on several cues related to observed motions and extracted from a robust motion pattern based on Temporal Slide Windows (TSW). These cues are provided to an HMM framework in order to recognize four normal hand gestures which are reach, retreat, translation and rotation movements. In natural grasping gestures (without obstacles), these movements are not completely mixed.

3.1. Movement representation using a TSW approach

Hand gesture recognition is performed using the appearance-base model. This configuration is better illustrated in Fig. 3. As observed in the sequence, it is possible to infer that the trajectory remains constant when the user initiates a movement toward a specific object. Accordingly, all objects in the scene start to disappear from the user’s FOV until the hand has reached the required object. Conversely, if hand movements are stochastic, there is a reduced probability that the user is performing a grasping movement because the motion-descriptor does not show an approach pattern. The previous statement is the key point in our gesture recognition framework, however, the current problem is how to accurately build a robust motion pattern. To achieve this goal, a tracking analysis is performed to resolve the correspondence problem.

Most tracking algorithms founded on appearance-base models compute an object’s trajectory by using a displacement difference between multiple frames. Those methods are well suited when the object motion is smooth and without abrupt changes, as with example methods based on optical flow estimation [5]. Considering the current investigation, the hand motion is particularly fast when the user is performing a grasping action or conversely, it is too stochastic in other cases. For this reason, it is important to analyze the motion displacement between intermediate frames. Similar to the spatiotemporal methods described by Shechtman and Irani [44], the proposed method uses a temporal slide window (TSW) approach extracted along video sequences. As suggested by Shechtman and Irani [44], each human action induces a particular pattern despite differences in illumination, background, color or texture. The idea is to relate multiple corresponding points in order to estimate global motion features or indicators in each TSW, which corresponds to the steps in Fig. 2.

3.1.1. Feature matching. The first step is to compute invariant interest-points using the SURF algorithm [6]. This task is performed for each frame, where \( f(i) \), \( i=1, \ldots, 5 \). Assuming that the features extracted by SURF are more resilient to long variations, it is possible to relate multiple corresponding points along time with more probability. For instance, let \( p_i = [x_i, y_i, 1] \) be the position of interest point \( i \)-th in time \( t=1 \) stored in homogeneous coordinates. If this interest point is corresponding with point \( p_j \) in time \( t=n \) it must have a strong similarity between their features. Likewise, after \( \delta \)-frames, point \( p_i \) is corresponding with \( p_j \) using the same similarity metric, where \( i \in \{1, \ldots, n\} \).

Secondly, after extracting interest points for each frame, the system attempts to relate them. Specifically, it tries to find a vector that relates point \( j \)-th \( p_j \) with all \( i=1, \ldots, n \). Here, the key idea is to relate multiple corresponding points with respect to the set of points extracted from the last frame. Even if some frames within this relation do not exist, it is not relevant as long as a minimum number of correspondences is established. As a result, the motion complexity caused by the inter-frame approach is reduced [43], additionally this also assures a single correspondence between multiple frames (Fig. 4).

The feature matching procedure to relate two points of interest is as follows. Firstly, it is necessary to calculate the distance of a feature vector \( f \) of point \( j \)-th in time \( t \) against all feature vectors extracted in time \( t=n \) as

\[
\text{F}_{j,n}(\omega) = \arccos \left( \frac{f \cdot p_i}{|f||p_i|} \right) \quad \text{for all} \quad \omega \in \Omega, \tag{1}
\]

where \( \Omega = \{1, \ldots, 8\} \) is the set of interest points detected in time \( t=n \), and \( F_{j,n} \) is a vector containing the angle-value for each point \( j \) with regard to point \( \alpha \). Although the cosine similarity is useful to find the most similar vector by seeking the lowest angle-value, in many cases this correspondence is incorrect because the corresponding point does not exist in the last frame. To avoid this error, it is necessary to employ a procedure to reinforce correct matching. Secondly, the two lowest values of vector \( F_{j,n} \) are extracted and defined as

\[
d^{i,j} = F_{j,n}(i) \quad \text{and} \quad d^{i,j} = F_{j,n}(j), \tag{2}
\]

\(^1\) In order to reduce ambiguities between the motion features or grasp features in Section 3.2 and the SURF features, indicators shall be called the motion features.
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3.1.1.2. Vectorial movement. Applying the same procedure on other images of the same TSW, it is possible to build a global vector map that converges on point \(p_i\). In order to establish a motion field along this time, several vectors of the same point are required. Namely, let \(q_i, n\) with \(i = 1, \ldots, n - 1\) be a homogenous vector that relates points \(p_i \rightarrow p_n\) defined as

\[
q_i, n = p_i \times p_n = [x'_i, y'_i, 1] \times [x'_n, y'_n, 1].
\]

The \(q_i, n\) vector is established in time \(t = i, \ldots, n\) only for point \(j\)-th. However, several vectors of the same point are required to establish a motion field along time. For this, it is necessary to define the general motion of multiple vectors that arrive at point \(p_i\) as

\[
Q_{1-n} = [q_1, \ldots, q_{n-1}, \ldots, q_{n}, q_{n-1}]^T.
\]

Matrix \(Q_{1-n}\) defines the motion field for point \(j\)-th for all frames until time \(t = n\) (for each \(\delta\)-frames). Nevertheless, this procedure does not ensure that in every \(\delta\)-frames there is a correspondence because of high geometric and photometric distortions or partial occlusions that could be present in some frames. To assure that the motion field is correct, parameter \(\rho\) is defined as the minimum number of rows in matrix \(Q_{1-n}\), where \(\text{inliers} \geq \rho\) is fulfilled. Conversely, if this last constraint is not fulfilled, the motion field for that point is discarded. The next step is to derive only one vector, that represents the motion of point \(j\)-th, along time. For this reason, the angle of feature point \(j\)-th is mapped along all \(\text{inliers}\)-frames as

\[
F_{1-n} = [F_{1, n}, \ldots, F_{1, n}, \ldots, F_{n-1, n}]
\]

Fig. 3. Hand approach sequence using a camera beneath the user’s wrist. In time \(t_1\) multiple objects are detected, later, in time \(t_i\) and \(t_n\) the field-of-view (FOV) is almost filled due to the proximity between the hand and object.

Fig. 4. Schematic view of point correspondence in time-space. (a) Corresponding points in 3D time-space volume. (b) Corresponding points in 2D coordinates.

---

\(d_{1}^{j} = \) the first lowest angle-value, and \(d_{2}^{j} = \) the second lowest angle-value of \(p_{1-n}\), respectively. Therefore, the link between \(p_{1} \rightarrow p_{n}\) is established if the constraint

\[
d_{1}^{j} < \rho, \quad \text{where} \quad \rho \in [0, 1]
\]

is fulfilled. Parameter \(\rho\) is the relative ratio between the best two feature candidates \(j'\) and \(j''\) in order to reduce the number of mismatches and retain the maximum amount of correct matches.\(^2\) In other words, this criterion assures that point \(j\)-th is matched with its nearest neighbor only if much closer than the second neighbor. Note that point \(j'\) refers to an unknown point in time \(t = n\); nonetheless, in the case of a correct match \(j' = j\), since it is the same point between time \(t = 1, \ldots, n\). This matching criterion is known as the Nearest-Neighbor with Distance Ratio (NNDR) [29]. In general, the NNDR criterion reduces the number of corresponding points when there are noise-points and when a corresponding point does not exist. This last fault normally occurs when there is a rapid motion sequence, as often happens in the problem currently being discussed. According to Sidibe et al. [45], although the NNDR criterion does not have the best performance, it has been selected because it is less expensive computationally (Fig. 4).

\(^2\) According to Lowe [29] the \(\rho\) value used is fixed at 0.7.
where $F_{i,n}$ is an $(1 \times \text{inlier})$ angle vector of the SURF feature vector extracted for each $i$-frames for point $j$-th. In other words, each angle $F_{i,n}$ weights the relative significance between the features of points $p_i^j - p_n^j$. Thus, the smaller the angle between the two vectors, the stronger the relation of the same point. Conversely, when the angle-value is maximal, it can be considered noise. Based on such observation, this investigation proposes to represent each angle-value as a weight vector after a linear transformation. Therefore, vector $F_{i,n}$ is transformed to vector $\tilde{F}_{i,n}$, used for weighting each motion vector such that

$$\tilde{F}_{i,n}^j = 1 - \frac{\alpha F_{i,n}^j}{\text{max}(F_{i,n}^j)}. \quad (4)$$

Experimentally, $\alpha$ was fixed at 0.98 to use all vectors mapped in $F_{i,n}^j$. Nonetheless, vector $\tilde{F}_{i,n}^j$ is not correctly scaled. To determine a correct scale measure, $N_{i,n}^j$ is obtained as

$$N_{i,n}^j = \frac{\tilde{F}_{i,n}^j}{\sum_{i=1}^{\text{inlier}} \tilde{F}_{i,n}^j(i)}, \quad (5)$$

where $\sum_{i=1}^{\text{inlier}} N_{i,n}^j(i) = 1$. The resulting vector $N_{i,n}^j$ gives a correct measure of each angle value by taking into account the relative significance between the angles contained in $F_{i,n}^j$. Finally, the global vector of point $j$-th is computed as the vector

$$v_{j}^{N} = Q^\top_{i=1} N_{i,n}^j, \quad (6)$$

where $v_{j}^{N}$ is a $(1 \times 3)$ that maps all $Q_{i=1}^j \Theta$ vectors into a single one by giving more value to vectors with more similarity, based on the weight feature vector encoded in $N_{i,n}^j$. More precisely, $v_{j}^{N}$ is a directional vector of point $j$-th, as shown in Fig. 5a.

Additionally, we compute the normal directional vector with the aim of detecting rotational movements, as we shall see later. For this, let $q_{j}^{N}$ be the normal vector between points $p_i^j - p_n^j$ established between time $t = (i, ..., n)$ for point $j$-th, defined as

$$q_{j}^{N} = \left[ \begin{array}{c} x_i^j - x_n^j \\ y_i^j - y_n^j \\ x_i^j (x_n^j - x_i^j) + y_i^j (y_n^j - y_i^j) \end{array} \right]. \quad (7)$$

Based on this, let $Q_{i=1}^j$ be the matrix of the normal motion field for point $j$-th, in a manner similar to Eq. (6). Therefore the normal global vector is as follows

$$v_{j}^{N} = Q_{i=1}^j N_{i,n}^j. \quad (8)$$

Note that $v_{j}^{N}$ was computed in the same way as $v_{j}^{N}$ however in this case the $Q_{i=1}^j$ matrix is composed of an array of normal vectors.

3.1.1.3 Intersection point. For the sake of simplicity, the last procedure considered the motion of point $j$-th. Now the problem of estimating the intersection point of multiple corresponding points is discussed. Suppose there are determined multiple vectors $v_{i,n}^j$, where $\Theta = \{1, ..., j, ..., k\}$ is the set of interest points detected in time $t = \{1, ..., n\}$ and $k$ is the last point in correspondence, as shown in Fig. 5a. For this, let $A_{i,n}^j$ be a $(k \times 3)$ matrix that encodes all motion vectors as

$$A_{i,n}^j = \left[ \begin{array}{c|c|c} v_{1,n}^j & v_{2,n}^j & v_{3,n}^j \\
\vdots & \vdots & \vdots \\
 v_{k,n}^j & \end{array} \right] = \left[ \begin{array}{c|c|c} a_1 & b_1 & c_1 \\
\vdots & \vdots & \vdots \\
 a_k & b_k & c_k \\
0 & 0 & 1 \end{array} \right]; \quad (9)$$

The next step is to estimate the central point using the vectors contained in $A_{i,n}^j$. Experimentally, when a grasping movement has been initiated, multiple vectors intersect a common point called the intersection point. This situation is better illustrated in Fig. 5. To estimate the position of the unknown intersection point, a non-homogeneous system of linear equations is formulated. This is described as follows

$$A_{i,n}^j \begin{bmatrix} x \\ y \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \quad (10)$$

Changing the notation in matrix terms, Eq. (10) can be expressed as

$$H \mathbf{m} = \mathbf{b}.$$
where $H$ is an over-determined matrix of $A_{1:n}$ vectors; because $k \geq \rho$; $m = [x, y, 1]^{\top}$ is the vector of unknown $(x,y)$, and $b = [0, \ldots, 1]^{\top}$ is the vector of the right hand side solution of the linear system. Since the intersection of vectors does not have a unique intersection point, here we aim to find a vector $\bar{m}$ such that $H\bar{m} - b$ is minimum. A trivial solution to this problem is solved by means of the Least Square (LS)-solution, that is

$$m = (H^{\top}H)^{-1}H^{\top}b.$$  

Nevertheless, if the $H^{\top}H$ product is ill-conditioned, the estimated LS amplifies the errors, giving an inaccurate position of the intersection point. Hence, we use an orthogonal solution because it is numerically more stable. In particular, we use the QR transformation [23]. The QR decomposition applied to the H matrix generates an orthogonal decomposition in terms of an orthogonal matrix $Q$ and the upper triangular matrix $R$ such as $H = QR$. Therefore, the solution for the non-homogeneous system, using the QR transformation is

$$m = R^{-1}(Q^\top b).$$

Finally, since $m = [\bar{m}_1, \bar{m}_2, \bar{m}_3]$ is in homogenous coordinates, the intersection point defined in the $(x,y)$-plane is $m_{x,y} = (\bar{m}_1/\bar{m}_2, \bar{m}_2/\bar{m}_3)$. Once the intersection point is established, we seek to compute the normal intersection point defined as the intersection of all normal vectors $v_{1:n}^\top$. Based on the above procedure, from Eqs. (10) to (11), first we define the $A_{1:n}$ matrix of all normal vectors contained in $\theta$ as

$$A_{1:n} = \begin{bmatrix} v_1^\top \\ v_j^\top \\ v_k^\top \\ v_{1:n}^\top \end{bmatrix}.$$  

Then, changing the matrix terms notation, the problem of estimating the normal intersection point can be expressed as

$$H\bar{m} = b.$$  

where $\bar{m}$ is a non-homogenous vector that encodes the intersection point of normal vectors in correspondence. Using the QR transformation applied to the $H$, matrix such as $H = QR$, the normal intersection point is defined as follows,

$$\bar{m} = R^{-1}(Q^\top b).$$  

3.1.1.4. Extracted indicators. Below is an explanation of the eight motion indicators proposed to predict different hand movements.

3.1.1.4.1. Grasp motion. The first two indicators proposed are related to grasping movements. In general, a grasping movement can be split up into two different events. Reach: when the hand is moving toward an object; and retract: when the hand is moving backward away from an object. Whichever movement is performed, there will be an intersection point $\bar{m}$ contained in the TSW. Here, a simple procedure is proposed to infer whether the hand is reaching toward an object or not. Firstly, let $p_{1:n}$ be a (inliers x 3) matrix representing the 2D position in time $t = \{1, \ldots, n\}$ for each $i$-frames; computed in the same way as matrix $Q_{\theta}$.

$$P_{1:n} = \begin{bmatrix} p_{1:n}^1 \\ \vdots \\ p_{n:n}^n \end{bmatrix}.$$  

Then, it is necessary to re-map the motion field by taking into account the scale matrix $N_{1:n}^{\theta}$. $P_{1:n}$ is defined as a weighted mean position of vector $v_{1:n}^\top$ (see Fig. 6a). Extending this procedure to all $\theta$-points, let $p_{1:n}^\theta$ be the motion of each point in the TSW in $[1, \ldots, n]$, and let $p_{\theta}^n$ be the final position of each point defined as

$$p_{1:n}^\theta = \begin{bmatrix} p_{1:n}^1 \\ \vdots \\ p_{n:n}^n \end{bmatrix}, \quad \text{and} \quad p_{\theta}^n = \begin{bmatrix} p_{1:n}^1 \\ \vdots \\ p_{n:n}^n \end{bmatrix}.$$  

Since vector $p_{1:n}^\theta$ codes the initial weighted position, let $d_{i,m}$ be the Euclidean distance of each vector $p_{i:n}^\theta$ in relation with intersection point $\bar{m}$, and let $d_{n,\theta}$ be the Euclidean distance of each final position $p_{\theta}^n$ in relation with the same intersection point $\bar{m}$ as $d_{i,m}(j) = \|p_{i:n}^\theta(j) - \bar{m}\|$ and $d_{n,\theta}(j) = \|p_{\theta}^n(j) - \bar{m}\|$ (see Fig. 6b). Since the estimated position of the initial, final and intersection points can be
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Fig. 6. Analysis of multiple points. (a) Motion of each initial and final trajectory points. (b) Distance to the intersection point.

\* Estimated as $p_{1:n}^\theta - p_{1:n}^\theta N_{1:n}^{\theta}$.
known, the next step is to determine whether the movement is reaching or retreating. Based on these values, function \( v(j) \) is defined as the number of nearest points to the intersection point as follows

\[
v(j) = \begin{cases} 1 & \text{if } d_{n,m}(j) > d_{1,m}(j) \\ 0 & \text{otherwise.} \end{cases}
\]

The resultant function value can be used to define two parameters \((g_1, g_2)\) which are mean \( g_1 = \mu(v) \) and variance \( g_2 = \sigma^2(v) \). Indeed, \( g_1 \to 1 \) when movement is reaching and conversely, \( g_1 \to 0 \) when movement is retreating. To confirm this prediction, variance \( (\sigma^2) \) should be low.

3.1.1.4.2. Rotational motion. The rotational motion indicator gives a temporal variation of each point in correspondence. The main idea is to capture rotational movements independent of turn direction, and thus, compute the angle velocity of each point. Firstly, suppose that the link between \( \mathbf{p}_i \to \mathbf{p}'_i \) and \( \mathbf{p}'_i \to \mathbf{p}_i \) exists. Therefore, \( s'_i \) and \( s'^{-1}_i \) are two consecutive slopes of point \( j \)-th separated by \( \lambda \)-frames respectively defined as

\[
s'_i = \frac{y'_i - y'_n}{x'_i - x'_n}, \quad s'^{-1}_i = \frac{y'_i - y'_n}{x'_i - x'_n}.
\]

Since both points are signaling to the last point \( \mathbf{p}'_i \) in time \( n = b \), by transitivity, this also implies that \( \mathbf{p}_i \to \mathbf{p}'_i \), where \( t_i > t \). Therefore, the angle between these consecutive slopes is

\[
\theta_{\lambda}^j = \arctan \left( \frac{s'_i - s'_n}{1 + s'_n s'_i} \right).
\]

Based on this result, the angular velocity \( \omega \) is calculated between \( \mathbf{p}'_i \) and \( \mathbf{p}'_i \) so as to compute the motion variation along time, defined as \( \omega_{\lambda}^j = \frac{\Delta \theta_{\lambda}^j}{\Delta t_{\lambda}}, \) for all \( i \in \{1, \ldots, \text{inliers}\} \), where \( \Delta t_{\lambda} \) is the time difference between two consecutive frames (see Fig. 7a). Combining the above value with the Euclidean distance between points \( \mathbf{p}'_i \) and \( \mathbf{p}'_i \), the third indicator is as follows

\[
g_3 = \frac{\sum_{j=1}^{k} \sum_{i=1}^{\text{inliers}} \omega_{\lambda}^j \left( \omega_{\lambda}^j \right)}{\sum_{j=1}^{k} \sum_{i=1}^{\text{inliers}} \sigma^2(\|\mathbf{p}'_i - \mathbf{p}'_i\|)}.
\]

The above indicator is able to distinguish rotational and translational movements. In the first case \( g_3 > 1 \) and in the second case \( g_3 \to 0 \).

3.1.1.4.3. Rotational area. The rotational area is formed by the triangle composed of intersection point \( \mathbf{m} \), the weighted mean position \( \mathbf{p}'_{1-n} \) and the final end position \( \mathbf{p}'_{n} \) for each \( j \)-point (see Fig. 7b). This indicator allows the system to estimate whether the motion is moving toward an object or not. The area variation of multiple points along the TSW is as follows

\[
g_4 = \frac{1}{2k} \sum_{j=1}^{k} d_{1,m}(j) d_{n,m}(j) \sin(\phi_{1,m}^j)
\]

where \( \phi_{1,m}^j \) is the angle centered at \( \mathbf{m} \) and \( d_{1,m}(j) \) and \( d_{n,m}(j) \) are the adjacent segments.

3.1.1.4.4. Rotational normal area. When the movement is purely rotational, the proposed method suggests a similar indicator as in the above case; however, here the normal intersection point \( \mathbf{m}_n \) is utilized and defined as follows

\[
g_5 = \frac{1}{2k} \sum_{j=1}^{k} d_{1,m}(j) d_{n,m}(j) \sin(\rho_{1,n}^j)
\]

where \( \rho_{1,n}^j \) is the angle centered at \( \mathbf{m}_n \) (see Fig. 9). The above value is high when motion is not rotational because the intersection of normal vectors does not exist. However, when motion starts to be rotational there is a point \( \mathbf{m}_n \) that intersects all normal vectors \( v_{i-1} \). Consequently, all points have the same spin angle and a similar variation. As a consequence of previous results, it is possible to obtain two angle variations. Combining angles \( \rho_{1,n}^j \) and \( \phi_{1,n}^j \) in the following indicator

\[
g_6 = \frac{\sum_{j=1}^{k-1} \rho_{1,n}^j}{\sum_{j=1}^{k-1} \phi_{1,n}^j}
\]

allows the system to obtain a variation of motion over time. For rotational movements, \( g_6 \) tends to be constant. For translation movements, \( g_6 \) tends to be high and for reaching and retreating movements it increases or decreases respectively.

3.1.1.4.5. Parallel angles. Parallel angles give the relative variation between angles of each weighted mean position and its final end position. The key point of this indicator is to detect only translational movements, independently of angle direction and movement orientation. The seventh indicator is defined as follows

\[
g_7 = \frac{\sum_{j=1}^{k} \left( \| \mathbf{p}'_{1-n} - \mathbf{p}'_{n} \| \right)}{k \sigma^2(\psi)}
\]

**Angle variation**

![Fig. 7. (a) Temporal angle variation. (b) Global area motion between weighted mean position and last point contained in each time-window.](image-url)
where $\psi$ is the angle of absolute vector $\mathbf{p}_{n}^{j \rightarrow n}$. In general $g_{7} \rightarrow 0$ when the movement is rotational and $g_{7} \rightarrow \infty$ when the movement is purely translational (Fig. 8).

3.1.1.4.6. Acceleration. As mentioned earlier, human gestures are composed of continuous acceleration and deceleration phases. The proposed indicator is designed to detect these variations as follows

\[
g_8 = \frac{\sigma^2(a_x)}{\sigma^2(a_x) + \sigma^2(a_y)}
\]

where $a_x$ and $a_y$ are temporal accelerations with respect to point $p_n^j$ by taking into account the temporal difference $\tau_{i,k}$ for each $i$-frame contained in each TSW.

3.1.1.4.7. Indicator vector. In the previous steps eight indicators were proposed that encode different motion features for each TSW. This vector is used as an input for an HMM framework. For simplicity, the above analysis has considered a TSW in time $t = \{1, \ldots, n\}$. Thus, the first feature vector $o_i$ is composed as follows

\[
o_i \equiv o_{1 \ldots n} = [g_1, g_2, g_3, g_4, g_5, g_6, g_7, g_8]^T
\]

nevertheless, to infer user intention it is necessary to obtain multiple TSW. Recall that each TSW is composed of a sequence of $\delta$ frames, as shown in Fig. 2. Therefore, a sequence is represented by multiple TSWs, each one composed of eight features

\[
o = [o_1, o_2, \ldots, o_T]
\]

where $T$ is the total frame number of the video sequence and $o$ is the observed symbol sequence.

3.1.1.5. Training HMM for recognition. Below, the principal component of an HMM based system used to recognize user intention is briefly described. HMM is a type of stochastic signal model composed by a Markov Chain whose states cannot be observed directly, but can be observed through the sequence of observations. Currently, HMMs have been employed in a wide range of applications, especially when it is necessary to deal with time-series that have spatial temporal variabilities, for example, intention and gesture recognition [32,52,36].

More specifically, HMM is composed of a number of $N$-states $\{S_1, S_2, \ldots, S_N\}$ connected by transitions, where each transition has an associated probability, defined by matrix $A$; an emission distribution probability, or the probability of emitting an observation given a

![Fig. 8.](image1.png) (a) Different angles are found when motion is rotational. (b) Similar angles are found when the motion is purely translational.

![Fig. 9.](image2.png) (a) Motion of each initial and final trajectory points with respect to the intersection point. (b) Distance to the normal intersection point.
state, defined by matrix $B$; and an initial state distribution $\pi = \{\pi_i\}$. Using a compact notation, an HMM is fully specified by the triplet $\lambda = (A,B,\pi)$ where

- $A = \{a_{ij}\}$ where $a_{ij} = \Pr(q_t = j | q_{t-1} = i), 1 \leq i,j \leq N$ is the state transition probability distribution and $q_t$ represents the state at time $t$.
- $B = \{b_1(\mathbf{o}), b_2(\mathbf{o}), ..., b_N(\mathbf{o})\}$ correspond to the observation probability for each state. In the proposed method, observations are modeled with a Gaussian distribution $b_i(\mathbf{o}) = N(\mathbf{o} | \mu_i, g_{ma})$ where $\mathbf{o}$ is the feature vector extracted in the last step.
- $\Pi = \{\pi_1, \pi_2, ..., \pi_N\}$ where $\pi_i = \Pr(q_1 = i), 1 \leq i \leq N$ is the initial state distribution.

Based on the above parameters, the problem we face is categorizing each class defined as a particular hand movement. First, it is necessary to create an HMM for each category using the well known Forward-Backward algorithm [38] in order to find the best parameters for each HMM. This is a generalized Expectation–Maximization (EM) algorithm by maximizing the probability of observation sequences given each HMM model for all training sequences. Once the HMM parameters are established, the goal is to recognize an observed symbol sequence as a particular hand gesture. Suppose that each $\lambda_i$ where $i = 1,...,C$, is a model parameter defined for $i$-class on $C$ classes, where $C$ is the number of movements detected by the system. Given a sequence of observations $O$, it is possible to calculate $p(O|\lambda_i)$ for each HMM $\lambda_i$ and then choose the class with maximum probability as

$$\text{class} = \arg \max_i (p(O|\lambda_i)).$$

(25)

3.2. Grasp intention recognition

This section describes how the user’s gaze, as well as hand gesture recognition, improves the detection of grasping actions. Below, the general process is described using an eye-tracker and camera placed beneath the user’s wrist (Fig. 10).

3.2.1. Grasp features

This process has been developed using grasp features or new indicators combined with previous results in a new HMM framework.

3.2.1.1. Saccade detection. Various studies have shown that fixations are stable directly before the user initiates a grasping movement [22]. Conversely, saccade movements do not allow the gaze to remain in a stable position. Since eye-trackers provide the $(x,y)$ position of the eye’s gaze, it is possible to compute the velocity rate $v_x(i)$ and $v_y(i)$ of each TSW for all $i = 1,...,n$. Based on the above information, the proposed method suggests the following feature to quantify the global velocity as

$$h_1 = \sigma(v_x) + \sigma(v_y).$$

Normally this feature has a low value when fixations are stable and a high value for saccade movements.

3.2.1.2. Features reduction. The main objective of this task is to find more resilient features over time in order to recognize the desired object in a video sequence. Here the proposed method is similar to the method put forth by [47] to build a visual vocabulary. The key idea is that few descriptors can be seen many times over the video-sequence. Accordingly, more resilient features are used later to classify an object against a new video sequence. In general, there are many ways to create a codebook [19]. Here a simple method to compute the codebook is implemented. First, random frames are extracted from a video sequence that captures the user’s gaze. Second, each feature is
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classified as part of an object. Third, all other feature space is explored using the Mahalanobis distance in order to create a codebook using a Vector Quantization (VQ) algorithm. Once the VQ features of each object are extracted, matrix $F_n$ is defined as the codebook of $n$-objects of interest.

3.2.1.3. Object recognition. After creating a codebook for all objects contained in the scene, new features are extracted from another video sequence containing all previously analyzed objects. The key point is that some features have properties similar to a specific object contained in the codebook. To increase the probability of correctly classifying an object, several features contained in the same TSW have been extracted.

Here the cosine angle distance function is used to measure matching between an unknown feature vector and a known feature vector contained in the codebook. Considering a function named class, which provides the class of the nearest known feature in the codebook, the system computes $S_j = \sum_i^p \text{class}(f_i, D_n) = j$, for all $i = 1, \ldots, p$, where $f_i$ is an unknown feature vector extracted from the camera's video sequence (this camera is attached in the user's head); $p$ is the number of vectors contained in one TSW, $j$ is the number associated with an object and $D_n$ is the codebook containing an array of feature vectors. Then $h_2 = \max_j(S)$ denotes the recognized object.

3.2.1.4. Hand prediction. In the previous section, a set of features to detect hand intention based on an HMM system was examined. Normally the outcome of this process is defined by choosing the maximal class as $\text{class} = \arg \max(i, p(O|A_i))$. However, in some situations the maximal posterior probability could be incorrect when the probability ratio between multiple classes is low. For this reason the outcome probability of each class is used, given $h_{i,2} = p(O|A_i)$, for $i = 1, \ldots, 4$, where $p(O|A_i)$ is the probability to have detected the $i$ action in that TSW.

3.2.2. HMM for recognition

Six indicators have been defined in the steps above. These features have been designed to detect grasping movements using an HMM as shown below. The main reason for combining information about hand intention, eye position and object stability is when there is a time-delay, fixations are high, the object is always the same in the FOV and the hand motion is stable moving toward an object. In the same way as previously described, a new feature vector contained in a TSW is defined as $o_i = \bar{o}_{1:n} = [h_1, h_2, h_3, h_4, h_5, h_6]^T$, where $o_i$ is defined between space $t = 1, \ldots, n$ for the first temporal slide window. Finally the observed symbol sequence is defined as $O = \{o_1, o_2, \ldots, o_T\}$.

4. Experimental results

This section presents the results of two experiments carried out with (i) a camera beneath a user's wrist and (ii) an eye-tracker\(^5\) on the proposed framework.

In the first experiment, the results of an HMM framework are described in order to perform a motion prediction, without markers on objects, in five different objects (Fig. 11). In the second experiment, hand motion prediction is combined with the user's gaze position (captured by an eye-tracker) in order to predict grasping movements and detect the desired object.

4.1. Experiment 1

The goal of the first experiment is to evaluate the performance of the proposed eight features in correctly predicting each grasping movement. An example of the video sequence is shown in Fig. 12. At this stage, five video sequences at 30 fps digitized into $320 \times 200$ pixel with 256 gray-level images were employed and from this, 7131 TSWs (classified manually) of 21,544 frames using multiple objects were analyzed, as shown in Fig. 12. In the following experiments, we create multiple HMMs from a unique training object. Specifically, we used 1466 TSWs obtained from a bottle without markers on the surface. The above set was separated into ten blocks in order to evaluate the performance of each HMM. It this important to stress that this object was not used in the performance evaluation later. Thus, we expect to have real-life accuracy given that the objects used to evaluate the algorithm were not used to build each HMM.

In our experiments each TSW used a combination of non-consecutive four frames intercalated by three inter-frames (i.e. $d = 3$) (e.g. TSW\(_1\) uses frames in time $t = \{1, 4, 7, 11\}$, TSW\(_2\) uses frames in time $t = \{4, 7, 11, 14\}$

\(^5\) An ASL Eye-Trac 6 was employed to capture user gaze.
and so on). We tested additional configurations but the best suited for our experiments was $\delta = 3$ mainly because it utilizes enough information to capture hand motion flows. To evaluate the performance, an action is considered correct if the motion contained on that TSW was predicted correctly. Additionally, the system must be independent of the objects contained in the scene, as was explained before. In general, the performance of an HMM varies according to the data used for testing. Keep in mind that our aim is to evaluate the performance of objects not used during the HMM training. For this reason each HMM was tested on five objects with users performing each particular action with one object at a time. These objects are a cup, bottle, mug, box, and a stick of deodorant.

Fig. 13 shows the average performance of ten HMMs using five different objects (Fig. 11). It is possible to observe an average performance of $F$-Score = 0.85. In relation to grasping movements, the reach action had a lower performance because it is normally classified incorrectly as a rotary movement. On the contrary, the retreating action had, on average, the best performance which was near 90%. Fig. 14a and b reveals that performance varies according to the object being analyzed. In relation to object performance, the bottle had the lowest performance because the SURF algorithm was unable to detect a large number of descriptors. Fewer descriptors do not allow for a robust TSW. On the other hand, the mug had the best performance given that a large number of descriptors were used to build robust features, as shown in Fig. 14b.

In these experiments the best HMM generated was used with the cross validation method. For this task the best performance of each action was selected using as criteria the best $F$-Score and the best True Positive (TP) rate. The results show that it is possible to increase the performance by 2% when using the best combination of HMMs with the $F$-Score and by 4% with the best combination of TP, as shown in Fig. 14b–c.

4.2. Experiment 2

The main objective of the second experiment is to evaluate factors influencing the performance of the algorithm. Through information garnered in past experiments, we use the best HMM algorithm as a base configuration, which in this case corresponds to "hmm best TP". At this point, we evaluate the algorithm’s performance analyzing the five objects used in the experiment (Fig. 11).

Consistent with previous results, we note that performance varies according to which object is used (Fig. 15). Out of the set of objects used in the experiment, the bottle and deodorant generated the worst results. From these findings we conclude that the algorithm is not particularly robust when detecting movements where acceleration sharply

---

6 Different from the training phase.
7 $F$-Score = $2(\text{precision} \times \text{recall}) / (\text{precision} + \text{recall})$. 

---

![Fig. 12. Real image sequence with one object performing four actions (a) reach, (b) retreat, (c) linear and (d) rotary movements.](image)

![Fig. 13. Average performance of the $F$-Score using five objects.](image)
increases (or decreases). This implies that acceleration directly affects correspondence, either by generating incomplete correspondence and/or incorrect correspondences through time (Fig. 16). On the contrary, as movement acceleration decreases, the number of matches over time increases, independent of the specific movement and object.

Thus, the algorithm obtains a higher performance. These results are consistent with objects that have the best performance (mug, box), given that they contain a greater number of matches due to increased surface points of interest.

When performing a hand movement (either a grasping, rotational or translational motion), accelerations and decelerations are naturally generated from the arm movement. The effect of this motion on a frame is evidenced by the linear degradation of the image (Fig. 16). Although the algorithm used to perform inter-matching is invariable to rotation, scaling and translation [6], it is not invariable to linear degradations. Therefore, the majority of the correspondences are incorrect which results in the degradation of not only descriptors extraction, but also the final classification algorithm. One way to avoid this effect may be through increasing the number of frames per second, or through applying a linear restoration filter; however, this would increase the computational cost. An increased amount of frames necessarily implies a lower level of degradation, which in turn would result in a greater number of correspondences in each temporal block.

4.3. Experiment 3

The goal of the third experiment is to evaluate the performance of the combination of grasping movements with the user gaze position, as described in Section 3.2. As stated below, when a user performs a grasping movement toward an object there is a delay in which he/she acquires the object in his FOV. In this period there are fixations around the object at one or multiple points. Only after that, he/she can move his hand toward the desired object. In our experiments we assume that an object is always the same in both views only when a grasping movement has been initiated. The main reason being is that it is always necessary to carry out fixations before grasping an object, as was described before. Combining the user’s gaze and hand movements allows us to increase the probability of predicting a grasping movement. Generally the hand camera and the head camera are not pointing at the same object all the time. In fact, the grasping movement can be detected only for a small fraction of time. That is why this task is very complex. An example of this situation is illustrated in Fig. 17. As we can see, when a grasping movement has been initiated, both views share some part of the object. Although in some cases very little information is shared, it is not relevant as long as we can predict motion with the camera attached to the wrist and detect the desired object with the camera attached to the user’s head. Additionally, the main reason for using TSWs is that they allow us to collect information about the object even if it is completely occluded for a small period.

To evaluate performance, a synchronized video using both the eye-tracker and the camera attached to the wrist was created. This stage was composed of 404 TSWs. Here four objects were placed
on a uniform table, separated approximately by 15 cm (without obstacles). Using the same configuration described in Fig. 1, a user performs grasping movements without actually grasping the object. He/she then performs the same action with other objects. Using this sequence, the HMM's ability to correctly predict each TSW as a fixation or grasping movement was evaluated. Although there were multiple objects on the table, an HMM trained with only one object (from the Experiment 1) was used. The main objective is for the system to correctly predict an action independent of the objects contained in the scene, validating our results in unknown environments.

Table 1 shows the performance obtained from this experiment as a confusion matrix; classified as True Positive Rate (TPR) and False Positive Rate (FPR). One can see that performance is high when detecting grasping movements, nonetheless, a high false positive rate is also present. The majority of those false positives occurred while observing abnormal user behavior: for example, the hand extends toward the object in a normal position but the user does not immediately initiate the gesture. This unpredicted hesitation is probably due to user stress. In future developments, this will be taken into account by integrating a static hand movement estimation.

Table 2 shows the object recognition performance. It is clear that the codebook constructed by the VQ method can be an efficient method to detect resilient features and thus build a robust object dictionary from each TSW. In addition, it is also clear that using a limited number of objects has been a key factor in achieving this high performance (Table 3).

<table>
<thead>
<tr>
<th>Class</th>
<th>Classified as</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPR</td>
<td>FPR</td>
<td></td>
</tr>
<tr>
<td>Mug</td>
<td>119</td>
<td>96.7%</td>
</tr>
<tr>
<td>Keys</td>
<td>1</td>
<td>0.7%</td>
</tr>
<tr>
<td>Box</td>
<td>3</td>
<td>1.5%</td>
</tr>
<tr>
<td>Card</td>
<td>4</td>
<td>1.8%</td>
</tr>
<tr>
<td>Mean</td>
<td>95.3%</td>
<td>1.6%</td>
</tr>
</tbody>
</table>

Therefore, in the future it would be interesting for the system to be tested with additional objects.

5. Conclusions

The main contribution of this work lies in creating a system by fusing the user's gaze and a hand motion estimation. These experiments show that the proposed method can predict user grasping movements as well as the targeted object in the scene by fusing two channels of information. The main contribution of this work lies in the choice to use human vision combined with active vision in the form of a micro-camera placed on the user's wrist. Indeed, the Temporal Slide Window (TSW) paradigm has proven to be an efficient way to recognize human gestures and objects. It can describe complex and diverse temporal visual descriptors compared with classical frame-to-frame analysis. In general, the system has obtained a gesture performance between 80% and 90%. Although the objects analyzed were limited in these experiments, the results are very promising due to the fact that a limited number of resilient features were used.

The proposed method could be utilized in human–computer interaction systems, e.g. [50,42], or as example, in the project BRAHMA. In this case, the control movements in people with neural degenerative disorders are altered causing motion tremor or slow movements. Despite the fact that the visual functions of those affected by this disorder have not been altered, the control system is unable to plan correct movements without any disruption. In this case our method could help by recognizing grasping gestures. As a future work, the redundancy between visual information provided from both points-of-view will be exploited.
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Fig. 17. Acquisition examples obtained from both cameras.