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Abstract

This paper presents a novel N-ocular 3D reconstruction algorithm for event-based vision data from bio-inspired artificial retina sensors. Artificial retina sensors capture visual information asynchronously and encode it into streams of asynchronous spike-like pulse signals carrying information on e.g. temporal contrast events in the scene. The precise time of the occurrence of these visual features are implicitly encoded in the spike timings. Due to the high temporal resolution of the asynchronous visual information acquisition, the output of these sensors is ideally suited for dynamic 3D reconstruction. The presented technique takes full benefit of the event-driven operation, i.e. events are processed individually at the moment they arrive. This strategy allows to preserve the original dynamics of the scene, hence allowing for more robust 3D reconstructions. As opposed to existing techniques, this algorithm is based on geometric and time constraints alone, making it particularly simple to implement and largely linear.

Keywords: Stereo vision, neuromorphic vision, asynchronous event-based vision, 3D reconstruction

1. Introduction

Stereovision is the ability to extract depth from disparities of overlapping views. The fact that various animals rely on stereopsis as one of the mechanisms to perceive depth has been acknowledged for centuries now. Neverthe-
less depth perception from multiple views has always been an open research topic for both biology and machine vision. In computer vision, potential applications ranging from tele-immersion to robot navigation require users to be able to continuously produce 3D models of their surrounding environment in real-time.

State-of-the-art artificial vision systems rely on frame-based acquisition of the visual information. This acquisition strategy is not able to convey the temporal dynamics of most natural scenes and, additionally, produces large amounts of redundant data. Due to these fundamental weaknesses of current visual data acquisition, even the latest developments in stereo computer vision are still far from reaching the performance of comparatively “simple” and small biological vision systems.

Neuromorphic silicon retinas are solid-state vision sensors that mimic the behaviour of biological retinas, asynchronously encoding visual signals pixel-individually and usually at high temporal resolution. The usage of these recently developed devices in stereovision systems enables us to rethink the current approaches to the correspondence problem, supporting the development of spike-based, bio-inspired vision algorithms closely related to neurophysiological models.

In this paper we present an event-based trinocular stereo matching and reconstruction algorithm for event-based vision data. We use the properties of silicon retina vision sensors, such as high temporal resolution and response to relative light intensity changes, to address the stereo matching problem and produce high performance 3D reconstructions of visual scenes by applying well-known epipolar geometry in an event-based fashion. Furthermore we show that the trinocular and temporal constraints alone are insufficient to ensure a unique solution to the stereo correspondence problem and provide a bayesian inference method for discarding incorrect matches.

1.1. Stereo vision and depth perception

The stereovision mechanism has been acknowledged as a method for depth perception for centuries with first theories being proposed by Descartes and Newton [1]. The activity of cortical neurons responding to depth was however recorded for the first time in 1967 [2]. Since then, several studies aiming at understanding the neurophysiological basis of stereopsis have been developed, successfully showing the cortical response to binocular disparities [1]. To extract depth from stereovision, our brain examines disparities on the two retinal images of an object. To achieve this, it must first be able to determine
correspondences between points in both views. This is known as the stereo correspondence problem. Several models to explain how the brain solves the stereo correspondence problem have been proposed with Parvati [3] and Jeremiah [4] in 1975 amongst the first.

Although humans seem to perform stereo correspondence effortlessly, the problem is still ill-posed since scientists struggle to reproduce a convincing model on a machine. Our brain uses complex cues from the outside world and from knowledge gained through experience to impose additional constraints (e.g. color, opacity, spatial and temporal coherence) in order to solve the stereo matching problem [5].

1.2. Stereo vision in computer vision

The depth estimation problem from multiple image views is one of computer vision’s Holy Grail. The field of machine vision knows a wide variety of stereovision algorithms which can be coarsely classified into two categories:

- feature-based techniques which consist in matching feature points across the images,
- area-based techniques which use image domain similarity metrics for the matching operation.

In [6] a taxonomy for binocular stereo dense algorithms is proposed. The authors decompose the stereo algorithms into four steps: matching cost computation, cost (support) aggregation, disparity computation/optimization and disparity refinement.

Significant improvements have been proposed over the last years. The most efficient algorithms tackle the correspondence problem by using disparity optimization methods. The aim is to enforce the smoothness assumption on both vertical and horizontal axes. Among the recently proposed optimization techniques, graph cut and belief propagation [7] seem to produce interesting results. Existing algorithms [8], [9], [10], [11], [12], [13], [14], [15] are computationally expensive and resource demanding. Other techniques such as scanline optimization [6], [16] and dynamic programming [6], [17], [18] provide accurate results with reasonable performance [6], [16], [17], [18], [19], [20]. Other reliable techniques use projectors as programmable light sources for active vision techniques using structured light range finding [8],
photometry-based reconstruction [19], [24], relighting [25], light transport analysis [16], [26] and depth from defocus [27]. The main advantage of projecting a set of coloured patterns onto a scene is that it eases the problem of correspondences [21], but the method is inadequate for real-time processing. An evaluation of several algorithms can be found in [6]. Since the seminal work of creating multiple camera networks [28], tele-immersion became an important element for the next generation of live and interactive 3DTV applications. The goal of these techniques is to allow people at different physical locations to share a virtual environment.

1.3. Neuromorphic Silicon Retina

Biological retinas encode visual information differently than classical frame-based cameras. Transmitting only information on parts of the scene that have been changing (e.g. luminosity), biological retinas avoid acquiring and transmitting redundant data while adding precise time information. In the late 1980s, the first neuromorphic vision sensor mimicking the various behaviours of the biological retina was proposed by Mahowald [29]. It introduced an analog photoreceptor that transforms the perceived light intensity into an output voltage following a logarithmic mapping. Delbruck and Mead improved the design by adding active adaptation [30] and Kramer further added polarity encoding luminosity intensity change [31]. A review of some of the history and recent developments in artificial retina sensors can be found in [32].

The experiments reported in this paper were conducted using the dynamic vision sensor (DVS) described in [33]. The DVS is a 128 × 128 pixel resolution Address Event Representation (AER) silicon retina sensor that asynchronously generates response to relative light intensity variations. Pixels operate autonomously and encode temporal contrast, i.e. log intensity changes of a programmable magnitude, into events carrying the active pixel’s array address and polarity of change (ON/OFF). The output channel is a parallel, continuous-time, digital bus that asynchronously transmits the Address Events. The data volume of such a self-timed, event-driven sensor depends essentially on the dynamic contents of the target scene as pixels that are not visually stimulated do not produce output. Due to the pixel-autonomous, asynchronous operation, the temporal resolution is not limited by an externally imposed frame rate. However, the asynchronous stream
of events carries only change information and does not contain absolute intensity information; there are no conventional image data in the sense of gray-levels.

1.4. Stereo-correspondence in neuromorphic engineering

Mahowald et al. [34] implemented cooperative stereovision in a neuromorphic chip in 1989. The resulting sensor was composed of two 1D pixel arrays of 5 neuromorphic pixels each. The use of local inhibition driven along the line of sight implemented the uniqueness constraint (one pixel from one view is associated to only one in the other, except during occlusions), while the lateral excitatory connectivity gave more weight to coplanar solutions to discriminate false matches from correct ones. This method requires a great amount of correlator units to deal with higher resolution sensors.

In 2008, Shimonomura, Kushima and Yagi implemented the biologically inspired disparity energy model to perform stereovision with two silicon retinas [35]. They simulated elongated receptive fields to extract the disparity of the scene and control the vergence of the cameras. The approach is frame-based and allows to extract coarse disparity measurements to track object in 3D.

Kogler et al. [36] have described a frame-based usage of the event-based DVS cameras in 2009. They designed an event-to-frame converter to reconstruct event frames and then tested two conventional stereo vision algorithms, one window-based and one feature-based using center-segment features [37].

Delbruck has implemented a real event-based stereo tracker that tracks the position of a moving object in both views using an event-based median tracker and then reconstructs the position of the object in 3D [38]. This efficient and fast method lacks resolution on smaller features and is sensitive to noise when too many objects are present.

In 2011, Rogister et al. [39] proposed an asynchronous event-based binocular stereo matching algorithm combining epipolar geometry and timing information. Taking advantage of the high temporal resolution and the epipolar geometry constraint they provided a truly event-based approach for real-time stereo matching. However, this method is more sensitive to noise than
Figure 1: (a) Epipolar planes and lines illustrated for three cameras. A 3D point $X$ is projected onto the three focal planes $p^i_1$, $p^j_1$ and $p^k_1$. Each of them is at the intersection of two epipolar lines defined by the geometric configuration. (b) Events generated by $X$ in each camera at time $t$ are usually not recorded with the same date $t$, but rather different timestamps $t_1, t_2$, etc. due to a finite precision in synchronizing the cameras.

the one presented in this paper, mainly because it has a less constrained formulation: in the new method presented here, at least three instead of two cameras are required to triangulate 3D points.

2. Asynchronous N-Ocular Stereo Vision

2.1. Trinocular geometry

Adding more cameras in stereovision applications is a natural technique for solving the depth recovery problem. Additional sensors not only reduce the occurrence of occlusions but also reinforces the epipolar constraint linking pairs of cameras. If the number of cameras is sufficient, the geometric constraint alone can be used to uniquely define a set of points projected onto each camera.

Figure 1 depicts the typical geometric configuration for a set of three cameras. A 3D point seen by the cameras $R_i, R_j, R_k$ is projected onto their respective focal planes in $p^i_1, p^j_1, p^k_1$. If $p^i_1$ is fixed, then the epipolar constraint states that $p^j_1$ (respectively $p^k_1$) lies on an epipolar line in $R_j$ (respectively in $R_k$). Technical details on the epipolar properties can be found in [40].

The same property is true if we consider $p^j_1$ or $p^k_1$ as fixed. Thus, $p^i_1, p^j_1, p^k_1$ are uniquely defined as intersections of two epipolar lines on each focal plane. The unicity of the triplet is only true if the epipolar planes do not overlap.
The overlapping happens when all the focal points are coplanar or aligned (which is a special case of coplanarity). These degenerate cases can be reduced by adding more cameras.

The geometrical constraint can be expressed by a homogeneous scalar equation built from the following definitions:

- an event \( e \) occurring at time \( t \), observed by the camera \( R_i \) at pixel \( p_u^i = (x, y)^T \) is a function taking value in \( \{-1; 1\} \) (the subscript \( u \) indexes matched events across the sensor focal planes). Its value is equal to 1 when the contrast increases and -1 when it decreases. The event is therefore defined as \( e(p_u^i, t) \).

- a 3D point \( X \) generating events \( e(p_i^1, t) \), \( e(p_j^1, t) \) and \( e(p_k^1, t) \), is projected respectively as \( p_i^1 \), \( p_j^1 \) and \( p_k^1 \) according to the relation:
  \[
  \begin{pmatrix}
  p_u^i \\
  1
  \end{pmatrix} = P_u \begin{pmatrix}
  X \\
  1
  \end{pmatrix}, u \in \{i, j, k\}. \tag{1}
  \]
  \( P_u = K_u (R_u - C_u) \) is the projection matrix of \( R_u \). \( R_u \) and \( C_u \) are the extrinsic parameters and \( K \) the intrinsic ones (for more details on the projection matrix, the reader can refer to [40]).

The image point \( p_i^1 \) then satisfies the epipolar constraint:

\[
(p_j^1 1)^T F_{ij} \begin{pmatrix}
  p_i^1 \\
  1
  \end{pmatrix} = 0, \tag{2}
\]

\( F_{ij} \) is the fundamental matrix establishing the geometric relationship linking \( R_i \) to \( R_j \). \( F_{ij} \begin{pmatrix}
  p_i^1 \\
  1
  \end{pmatrix} = l_{ij}(p_i^1) \) is the epipolar line on \( R_j \), associated to \( p_i^1 \). \( p_i^1 \) belongs to \( l_{ij}(p_i^1) \).

Through similar reasoning, all epipolar lines shown in figure 1 can be defined. If \( p_i^1 \) and \( p_j^1 \) are known, and the cameras are calibrated, then the \( p_k^1 \) can be calculated as the intersection of the appropriate epipolar lines.

2.2. Trinocular spatio-temporal match

Estimating 3D from the cameras requires matching each triplet \( \{p_i^1, p_j^1, p_k^1\} \) produced by \( X \) at time \( t \). Since the silicon retina sensors do not provide
intensity information, only the geometric property presented in the previous section can be used in conjunction with the highly accurate timing of the events. Let us define the set of events occurring within a time window around time $t$:

$$S_i(t) = \left\{ e(p^i, t') | p^i \in \mathbb{R}^2 \text{ and } t, t' \in \mathbb{R}^+, |t' - t| < \frac{\delta t}{2} \right\}. \quad (3)$$

$S_i$ defines a temporal neighbourhood of events captured by $R_i$ that occur around $t$. Such sets are defined for each camera. Because of non-perfect synchronization of the cameras, it is unlikely that matched events are timestamped with the same $t$ (see figure 1).

In a similar way, we define the set of events geometrically close to $l_{ij}(p^i)$:

$$M_j(e(p^i, t)) = \left\{ e(p^j, t') \in S_j(t) | d(p^j, l_{ij}(p^i)) < \Delta_p \right\}, \quad (4)$$

where $d(p^j, l_{ij})$ is the euclidean distance of $p^j$ to $l_{ij}$. The image points $p^j_1, p^k_1$, elements of sets $M_j(p^1_1, t)$ and $M_k(p^1_1, t)$ respectively, are matched to $p^1_j$ if they minimize both $|t - t'|$ and $d(p^1_j, l_{ij})$ defined in Eq. (3) and (4).

Due to the finite precision of the visual acquisition in space and time, the matching process is prone to produce erroneous matches because of additional ambiguities beside the ones induced by degenerate cases. The motivation to use more than just two cameras is also given by [41]. The authors show that the use of a third camera reduces the number of ambiguities by a factor of 10 when only geometric constraints can be used. For event-based sensors, the accurate timing adds decisive complementary constraints.

Based on the previous definitions, we design the general trinocular point matching algorithm using temporal and spatial constraint as shown in algorithm 1. This matching algorithm requires a calibrated camera setup. Appropriate calibration can be achieved with the techniques presented in [42] if only the fundamental is needed, or the one from [43] if the projection matrix is also required. The algorithm can be extended to $n$ cameras with minimal changes.

2.3. Stereo match selection using bayesian inference

A triplet of matched events $m_n = \{ e(p^i_n, t), e(p^j_n, t), e(p^k_n, t) \}$ is a true match if the events are generated in response to a same stimulus, at the same
Algorithm 1 Trinocular event-based stereo matching algorithm

Require: Three cameras $\mathcal{R}_i, \mathcal{R}_j, \mathcal{R}_k$

Require: $F_{ij}, F_{ik}, F_{jk}$, estimations of the fundamental matrix for each pair of cameras

1: for all events $e(p^i_n, t)$ in sensor $\mathcal{R}_i$ do
2: Determine the set of events $S^j(t)$ from sensor $\mathcal{R}_j$
3: Determine the set of events $S^k(t)$ from sensor $\mathcal{R}_k$
4: Compute the epipolar line $l_{ij} = F_{ij}(p^i_n)$
5: Compute the epipolar line $l_{ik} = F_{ik}(p^i_n)$
6: Determine the subset of possible matches $M_j(e(p^i_n, t)) \subset S^j(t)$
7: for all events $e(p^j_n, t) \in M_j(e(p^i_n, t))$ do
8: Compute the epipolar line $l_{jk} = F_{jk}(p^j_n)$
9: Compute intersection between $l_{jk}$ and $l_{ik}$
10: if $e(p^i_n, t) \in S^j(t), e(p^j_n, t) \in S^j(t), e(p^k_n, t) \in S^k(t)$ complies to the trinocular constraint then
11: Create match $m_n = \{e(p^i_n, t), e(p^j_n, t), e(p^k_n, t)\}$ and add it to the list of found matches $T(\mathcal{R}_i, \mathcal{R}_j, \mathcal{R}_k)$
12: end if
13: end for
14: end for
15: return $T(\mathcal{R}_i, \mathcal{R}_j, \mathcal{R}_k)$

The triplet is mismatched otherwise. For each $m_n$, a corresponding 3D point $\hat{X}_n = (x, y, z)^T$ can be estimated as the intersection of the back-projected rays by “inverting” Eq. 1:

$$\hat{X}_n = \bigcap_{u \in \{i, j, k\}} \lambda_u R_u^{-1} K_u^{-1} \left( \begin{pmatrix} p^u_n \\ 1 \end{pmatrix} \right) + C_u,$$  \hspace{1cm} (5)

where $\lambda_u$ is a scalar.

If a given match $m_1$ is actually a wrong match, then $e(p^i_1, t_1), e(p^j_1, t_2)$ and $e(p^k_1, t_4)$ are not events induced by the same stimulus in the scene. The set $m_1$ yields a 3D point which either does not physically exist at time $t$, or at the location of $\hat{X}_n$ in the real scene.

The probability for a set $m_1 = \{p^i_1, p^j_1, p^k_1\}$ at time $t$, to be a correct match is related to the spatio-temporal neighbourhood of $\hat{X}_1$. Because scenes are usually composed by geometric structures which generate edges in the sensors’
focal planes, it is unlikely that an isolated 3D point $\hat{X}_1$ exists in the scene. We add a statistical constraint using bayesian inference to sort outliers from correct matches. We first define the set of potential matches contained in a spatio-temporal neighbourhood of $m_1$:

$$W(m_1) = \{ m_n \in T(R_i, R_j, R_k) | d_s(m_1, m_n) \leq \delta_s, \bar{d}_t(m_1, m_n) \leq \delta_t \}, \quad (6)$$

with

- $d_s(m_1, m_2) = ||\hat{X}_1 - \hat{X}_2||$,
- $\bar{d}_t(m_1, m_2)$, the mean duration between the 6 events defined in $m_1$ and $m_2$.

$\delta_s$ and $\delta_t$ are the spatial and the temporal radii of the neighbourhood (see figure 2). The two components are decoupled to allow a fine adjustment of the neighbourhood.

Given $W(m_1)$, the probability of $m_1$ being a correct match is deduced from Bayes’ rule:

$$P(m_1|W(m_1)) = \frac{P(W(m_1)|m_1)P(m_1)}{P(W(m_1))}. \quad (7)$$

2.3.1. Prior

Prior probability is established from the matching algorithm presented in section 2.1. The reliability of each match $m_n$ is defined according to how well they comply with the spatio-temporal constraint i.e. how far temporally and spatially the events are from the epipolar intersections given a time $t$. Typically a gaussian distribution is fitted on the matching results.

2.3.2. Likelihood

The Likelihood of having a correctly matched triplet $m_n$ is assumed to increase inversely with its distance to a triplet of matched events that is labelled as correct. Following this hypothesis, the conditional probability of $m_n$ according to its spatio-temporal neighbour $m_1$ is defined as:

$$P(m_n = 1|m_1) = \begin{cases} \mathcal{N}(0, \Sigma) & \text{if } m_1 = 1 \\ k & \text{if } m_1 = 0 \end{cases}, \quad (8)$$

where $\mathcal{N}(\mu, \Sigma)$ is a bivariate gaussian distribution of mean value $\mu$ and covariance matrix $\Sigma$. The probability of having a correct match when its
neighbour is not correct \( P(m_n = 1|m_1 = 0) \) is usually small, as isolated 3D points are unlikely to exist in real scenes. \( k \) is established based on observations from experimental results.

If we assume that the probability for a given \( m_n \in W(m_1) \) to be a correct match, depends only on \( m_1 \) (i.e. 2 triplets of events \( m_i, m_j \) in \( W(m_1) \) are independent), then the joint probability \( P(W(m_1)|m_1) \) is given by:

\[
P(W(m_1)|m_1) = \prod_{m_n \in W(m_1)} P(m_n|m_1),
\]

2.3.3. Posterior

The posterior \( P(m_1|W(m_1)) \) is computed continuously over time according to Eq. (7) in order to update the 3D reconstruction model. The 3D
structure is therefore progressively reconstructed. During initial stages few sparse matches are observed and the model is poor. As more matches are found in further iterations, matches belonging to edges are given higher probability and the model is progressively refined.

2.4. Synchronization

The spatio-temporal matching requires the accurate synchronization of all cameras since matched events result from a common stimulus at time $t$. The synchronization is achieved using an external trigger signal. However the synchronization accuracy is limited due to several factors:

- non-isotropic stimuli or non identical pixel sensitivities induce different event recording times,

- varying transmission latencies of the sensor output buses due to event collisions. When multiple photoreceptors fire at the same time the sensor’s bus arbiters serialize event output, thus delaying the real occurrence and potentially shuffling the firing order of events.

This synchronization uncertainty is referred to as event jitter and can be measured experimentally. We have placed an LED blinking at 10Hz in front of the 6-cameras system. The measured response is shown in figure 3: all

![Jitter between cameras' response to a blinking led. The curves shows the minimum and maximum jitter between all possible combination of two cameras.](image)

Figure 3: Jitter between cameras’ response to a blinking led. The curves shows the minimum and maximum jitter between all possible combination of two cameras.
cameras responded within a maximum delay of $631\mu s$ throughout the experiment. In average all cameras responded within a $382\mu s$ window.

The variable relative delays between sensors limit the time accuracy at which events are matched. Moreover, the delays are also scene dependent, making the task even more difficult. To achieve correct spatio-temporal matches, prior assumptions about the scene should be made in order to establidh the upper bound of the timing accuracy.

2.5. N-ocular stereo matching

The trinocular configuration provides the minimal geometric constraint to uniquely identify the set of matched events. The matching algorithm presented in section 2.1 can however be extended to more cameras. Two variations are presented showing different advantages:

- Each camera contributes to enforce the epipolar constraint and the time consistency: matched points at time $t$ are on intersections of a set of epipolar lines. The reliability of matched points increases with the number of used cameras.

- Events are matched by grouping exhaustively all subset of three cameras. For $N$ cameras, $\binom{N}{3}$ unique trinocular configurations exist.

The number of matched events using the first variant decreases with the number of cameras as increasing this number increases temporal and geometrical constraints. Resulting 3D reconstructions often contain too little succesfully matched events and are not sufficient to provide complete representations of 3D shapes. In addition, the computational effort increases drastically with the number of cameras.

The second variant delivers more matched events resulting in a denser reconstruction, however including more false matches. Considering these observations, the best strategy for the event-based 3D reconstruction to be dense and fast enough is to combine the second variant with applying bayesian inference selsction.

3. Experimental results

A setup of six cameras has been used to evaluate the spatio-temporal 3D reconstructions principle. The six DVS cameras are synchronized using
an external clock. The sensors are also geometrically calibrated using the
method given in [43]. The achieved calibration accuracy is sub-pixelic.

Examples of reconstructions are shown in figure 4 for three objects moving
in front of the cameras. The time windows used for matching the events are
defined in accordance with the jitter problem presented in section 2.4: 500µs
is used for a swinging cube, 1000µs for a waving hand and 2000µs for the a
moving human face.

![Reconstructions](image)

Figure 4: Example of reconstructions obtained using the event-based trinocular algorithm
presented in section 2.5: (left) wireframe cube, (center) hand, (right) human face. The
colors encode the polarity of the events producing the reconstructed 3D points. They give
a hint to the motion’s direction.

### 3.1. Reconstruction Evaluation

The 3D reconstructions are evaluated in order to quantify the algorithm’s quality. Two techniques are proposed to measure reconstruction errors:

- if the ground truth is available, we measure the differences between the
  reconstructed shapes and the original,
if the ground truth does not exist, we project the reconstructed shape onto the cameras that were not part of the actual triplet used for reconstruction.

For the wireframe cube, the geometric ground truth is perfectly known and is compared with the reconstructions at each new incoming event. The ground truth’s 3D points are first fitted to the reconstructed points using a 3D points set registration algorithm (ICP) [44]. Then the mean distance, normalized by the edge length \( c \), of all the reconstructed points to the ground truth is computed:

\[
\epsilon = \frac{\sum_{i=1}^{n} e_i^2}{n \cdot c^2}.
\]

(10)

(see figure 5 for an illustration of distances \( e_i \) of reconstructed points (circles) to the ground truth model (plain curve)).

Figure 5: Distance of reconstructed points to the ground truth model.

Figure 6 summarizes the normalized reconstruction errors of the moving wireframe cube using all camera combination triplets out of a set of 3 to 6 cameras. The error is computed for the entire sequence with and without Bayesian inference. One can see that increasing the number of sensors also increases the reconstructed 3D points. Furthermore using Bayes’ rule to filter erroneous matches The relative mean error gives an idea of how reliable the reconstructed shape is. In this case, the mean error is around 2.5% for a set of 5 sensors using the trinocular algorithm alone. The same error is reduced to 1.5% if the Bayesian inference is applied. For a 6 cameras system, these values are reduced to 1.5% and 0.5% respectively. The reconstruction errors
Figure 6: Reconstruction errors of the wireframe cube: the first column curves show the number of reconstructed points while in the second column, curves are showing reconstruction’s errors. For comparison purpose, we put in the top row, the results achieved by the method explained in [39]. Rows 2 to 5 are the results produced by the method we have introduced in this paper, with the number of cameras increasing from 3 to 6. Reconstructions quality is also measured with (dashed curves) and without (plain curves) Bayesian inference.
Figure 7: Reconstructed cube using the trinocular constrained algorithm (a) and using the event-based stereovision algorithm for 2 cameras (b). In the second case, the reconstruction result is visibly less accurate.

for 2 sensors using the method from [39] are also plotted in order to show the performance of the trinocular algorithm since relative errors never exceed 1% while with the technique given in [39] can reach 400%. 3D reconstruction results shown in figure 7 give a quick visual assessment of the reconstructions performance: the reconstructed points of the cube (b) is more scattered than the ones using 3 or more cameras.

With regard to this preliminary result, we state that the wireframe cube is usually reconstructed with acceptable accuracy. Any other quality assessment giving scores similar to the cube reconstruction are therefore assumed to correspond to reconstructions of sufficient quality.

Reconstructions for which the ground truth is unavailable require another technique for evaluating their accuracy. We apply a variation of the method presented in [45]. Assuming that a set of the 3D object is built from three cameras $\mathcal{R}_j, \mathcal{R}_k, \mathcal{R}_l$ and given another camera $\mathcal{R}_i$ with $i \notin \{j, k, l\}$, the reconstructed objects are evaluated as follows:

- the objects are projected onto $\mathcal{R}_i$. This operation gives rise to a frame.
• a frame is also built by integrating the events captured by $R_i$ over the
time window defined for the matching algorithm (e.g. 500µs for the
cube).

• the ratio of pixel differences given by subtracting both frame produces
the projection error.

Figures (8, 9, 10) show the reconstruction errors for the three sequences.
The estimated error is low for the cube on all cameras: around 3% of error
for each sensor. Since the cube reconstruction has already been shown to
be accurate, an error of this magnitude is considered as a good indicator
of a reliable reconstruction. For both the hand and the face sequences, the
estimated errors have the same order of magnitude (3% for the hand and
5% for the face). We can therefore deduce that the trinocular algorithm is
providing sufficiently accurate 3D reconstructions.

4. Processing time

The processing time is a critical issue especially for real-time applications.
Computational effort obviously increases with the number of cameras used.
In figure 11 the processing time with respect to the number of reconstructed
points for the three sequences are shown for sets of 3 to 6 cameras. A remark-
able observation is the linearity of the processing time for whatever number
of cameras illustrating the linear complexity of the global reconstruction pro-
cess.

5. Discussion

The Event-based matching approach shows the possibility to recover 3D
from time and geometric consideration only. Two variants of the matching
algorithm are tested for 3D reconstructions: the first method uses all possible
combination of three sensors to compute 3D points from the events while the
second method uses all sensors to enforce the epipolar constraint.
The first method gives the best compromise between the reconstruction ac-
curacy, density and computation time. Since the reconstruction complexity
is likely linear as suggested in section 4, we expect the algorithm being largely
optimizable. The algorithm’s runtime is large on non compiled programming
Figure 8: Reprojection errors on each of the 6 cameras. For each camera $\mathcal{R}_i$ that is tested, 3D cubes built from any combination of 3 other cameras $\mathcal{R}_{j,k,l}$ are projected onto $\mathcal{R}_i$. The obtained frame is then compared to the frame built by integration. Mean projection errors are around 3%.
Figure 9: Reprojection errors estimated for the hand, using the same method as for the cube. Mean projection errors do not exceed 4%. For the first four cameras (left column and the top right curves), the error curves are showing constant increase/decrease. This is due to the hand leaving/entering the field of view of the cameras.
languages such as Matlab, however it is very likely that processing time can
largely be reduced and meet real-time constraints when using a compiled programming language such as C.

6. Conclusion

This paper presents an asynchronous event-based stereo algorithm applied to multi-cameras systems of neuromorphic artificial retina sensors. The event-based stereovision opens a new perspective for recovering 3D information from sparse and asynchronous spatio-temporal signals. Because the temporal contrast DVS sensor does not capture intensity information, no complex characterization of pixels can be computed as it is done in traditional stereovision. We developed a new class of algorithms based only on geometrical and temporal constraints. This approach tackles the stereovision problem in a bio-inspired manner.

The achieved reconstructions are highly accurate despite the relatively low spatial resolution of the used sensor (128×128 pixels). The precise event
timing provides a mean to overcome this limitation and substantiates that an event-based vision sensor is the ideal device to capture dynamic scenes. This work extends and pushes to a much higher level the neuromorphic stereovision formulation initiated in [39]. Here, events are processed individually and not as clustered sets, which then reduced the temporal accuracy of the individual events.

One major difficulty in establishing spatio-temporal stereovision is limited temporal precision of the visual information. Since time constitutes critical information, highly precise event timing is required by the algorithms, hence needs to be established at the sensor level and transmitted to the processing stage. Effective timing accuracy is limited by physical constraints of the sensor and system hardware such as e.g. CMOS device mismatch leading to intra-chip and inter-chip variations of contrast sensitivity and event latencies, event bus congestions, and timestamping quantization errors. However, it has been demonstrated that existing event-based sensor technology [33] is applicable in this context while any existing standard frame-based vision sensor with its temporal resolution limited by the frame rate would not be adequate.

Future work in this area is going to be based on new generations of event-based vision sensors that have become available recently. E.g. ATIS [46] features a five-fold increase in the number of pixels (QVGA) along with a corresponding improvement in spatial resolution while at the same time substantially reduces event latency and jitter, thus improving temporal resolution. Furthermore, in addition to temporal contrast events, the sensor outputs absolute pixel intensity information also encoded in the timing of asynchronous events, providing additional constraints for stereo event matching. Another recent DVS development [47] improves on the contrast sensitivity, allowing for the inclusion of more low-contrast visual information such as texture details. The future perspective of event-based stereo-vision is to push towards higher accuracies both in time and space, eventually aiming for real-time textured 3D reconstruction.
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